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Abstract

Measuring the effectiveness of teaching has been applied too heavily in
education for many years. It concentrated on evaluating student performance.
This study examines the factors associated with the assessment of teachers'
performance.

Therefore, the main objective of this thesis is to improve the teacher
performance, good prediction of training course that will be obtained by
teacher in one way to reach the highest level of quality in teacher
performance, but there is no certainty if there are an accurate determination of
teacher advantage and an increase his efficiency through this session.

In this case the real data is collected for teachers from the Ministry of
Education and Higher Education in Gaza City. It contains data from the
academic qualifications for teachers as well as their experience and courses.
The data includes three years and questionnaire contains many questions about
the course and length of service in the ministry. We propose a model to
evaluate their performance through the use of techniques of data mining like
association, classification rules (Decision Tree, Rule Induction, K-NN, Naive
Bayesian (Kernel)) to determine ways that can help them to better serve the
educational process and hopefully improve their performance and thus reflect
it on the performance of teachers in the classroom.

In each tasks, we present the extracted knowledge and describe its importance
in teacher performance domain.

The results show that, factors such as allowing trainees to participate
actively, the clarity of the objectives of the session for the trainees, begins
session of knowledge (past experiences) of the trainees, implemented trainees
experience they have gained in their classrooms affect in improving
professional competence.

We have 77.46% accuracy by using Naive Bayesian (Kernel) and 79.92% by
using K-NN.

Keywords: teachers’ evaluation, educational data mining, teacher
performance.

www.manaraa.com



Clherd) Al alagialy updal) gla) gkl (3 )k
(atacl) B39 (B capail) Alla A
A el pa

coadlall
O ool a8 S5y e gl adaill 8 S JSG) Ll 45 uyill Allad uld

o Onalrall Ganys ool iy Adasipall Jalsall dusdpall 038 i

) Ayl 50l al) aily calaall olaf (it g dagplaY) el Il Cargll (la Il
aas Y oSl cailal 8 3asal) (e gie el ) dsasl (e S g aleall Lgle Juany
Byl oda PR (e alaall 3o LS 324G (3283 paan llia IS 1Y)

sdas B Aae 8 Jadl adeilly Ayl 555 (e Cpraleall s lly pan 3 Al 224
¢ sl D 4 gl ) csally spad) ISy nalaall AuaalSY) Al (ggian bl
C5ysl b Aeadll saag aleall WAL ) ciloall Joa ALY e dal) e gsiny Gl
ey @association (e bl g i) Gl aladiu) A (e agild] apil lad ga & i
bl waail (Naive Bayesian (Kernel)dK-NN ¢ &yl saclall ¢ el 3yad) cania
oSerp Ay agdlal Gaeat Jaliy Apadatl) Aleall Juadl 3008 a5 e anselus of Sy A
& Lnaal Caagy da il Al adi calgadl S 3 A Dl Jamill 8 Gaalaall ¢l
el el 3l

cCpiall 3ysal) Calaal mgumy (Ale lal) ASHLaally (i pial) & Land) Jie Jalgall o il el
& g€l Al bl il Baka ¢ aiall (Al all) Cojlas (g Bysall (3l
Agigall 3 SN pat e i Auuhl) aglsiad

79.92% s Naive Bayesian (Kernel) alaiiul 77.46% accuracy e llas
K=NN .zl

aleal) glole dpaglaill Ll 7 )Adu) ¢ Cpaleall apd :4alidal) cilall)

v

www.manaraa.com



Table of Contents

DeAICALION. . ...ttt I
Acknowledgements..........ooiiiiiiii I
ADSTIACT. . ..o i
Table of CoONteNtS. ..o \%
List Of flgUIeS. ...evei i VI
List of tables. . ...oiinei i IX
List of Abbreviations.........oovuiiiiiiiiii i e X
Chapterl: Introduction............cooviiiiiiiii e, 1
1.1 Data MINIng. ...oonveeeiie et e e eie e e enes 1
1.2 Educational Data Mining (EDM)...........ccooiiiiiii e, 2
1.2.1 Teacher Performance in Data Mining..................ccccoviiiiiiinnne, 3
1.3 Statement of the problem..............ccoooiiiiiiiiii 3
1.4 ODJECHIVES. ...t 4
1.4.1MaIn ObJeCHIVE. ...ttt e e e eee e aans 4
1.4.2 Specific ObJeCtiVES. . .uiieti ittt e e e 4
1.5 Importance of the project..........cooviiiiiiiiiiii e, 4
1.6 Scope and limitations of the project...............coooiiiiiiiiiin. 5
1.7 Significance of the thesis. ..., 5
1.8 methodology of the thesis.............ccooiiiiiiiii i, 6
1.9 TheSIS StruCtUre. ... c.ovie it 7
Chapter 2: Background Theory...........cooooiiiiiiiiiiiieie e, 8
2.1 Educational Data Mining..............cooiiiiiiiiiiiiiiiiieie i, 8
2.1.1 Student Performance in Data Mining.................cccovviiieinnnn.n. 9
2.1.2 Teacher Performance Evaluation........................ocoiiinn, 9
2.2 Data MINING. . ..viiiiie i e e e 10
2.3RaPIAd MINCT. .. .ot e 12
2.4 Association Rule...........coooiiiiiiiiii 13
2.5 ClassifICatioON. ....ouuiii et e 15
2.5, IDCCISION TICC. .. utt ettt et et et et e et et e et e aee e eeieeens 16
252 Rule IndUCHION. ....viiiiii e e 17
2.5.3 Naive Bayes (Kernal)............ooooiiiiiiii e 18
2. 5.4 KN N L L 19
2.0 SUMMATY . ...ttt et et e e e e e eaeeneens 20
Chapter3: Related Works.........coooiiiiii e, 21
3.1 Student performance............cooviiiiiiii i 21
3.2 Teacher performance............c.vvvuiiiiiiiiiiii i, 27
Vv

www.manaraa.com



R J0C I 1010 1T 1oy
Chapter4: Research Proposal and Methodology..............................

4.1 Approach to develop a model to increases the performance of
teachers in the Ministry of Education.....................ccoooiiii,

4.2 Data ACQUISITION. ...t

4.3 Preprocessing Data and Feature Extraction...........................

4.4 Application of data mining techniques................................
4.4.1 Association Rule..........cooiiiiiiii
4.4.2 ClasSTiCatioN. . ...oveiii et
4.5 EVAluate rules. ... ..o.ouiiniei i
4.5.1Association Rule...........ooooiiiiii
4.5.2 ClasstfiCation. .......oviuiiiiii e
4.0 SUMIMATY . ...ttt et et e e e e e e e e et e e e e ateeteeneeanas
Chapter 5: Experimental Results and Analysis.................covveiinnn.
5.1 Association Rule experiments

5.2 ClasSIICAtION. . ...ttt e e e e e e

5.3 SUMMATY . ...ttt e e e
Chapter 6: Conclusion and Future work...................oooiiiiiiiinn.
6. 1CONCIUSION. ...ttt e e e
6.2 Future WOork. ... ..o

RO BNCES ..o e

\

www.manaraa.com

32

33
38
39
39
40
42
42



APPENAIX A e 63

Appendix B.. ..., 69
APPENdiX C....oo e, 72

W

www.manharaa.com




List of Figures

Figure 1.1: Educational data mining in a nutshell ........................... 2

Figure 1.2: Methodology Steps........c.ovvveiiiiiiiiiiii e e 6

Figure 2.1: lustration of Decision Tree..........cccoviviiiiiiiiiiiieannnn. 17
Figure 2.2: Algorithm for Rule Induction.......................oooi 18
Figure 2.3 The k-nearest neighbor classification algorithm............... 19
Figure 4.1: Presents general view of our proposed approach............... 33
Figure 4.2: Settings of Association Rule.....................oooiiniiin.n. 40
Figure 4.3: Settings of deciSion tree............oovvvriiiiiiiiiiiiiieennnn.. 40
Figure 4.4:Settings of Rule Induction......................cooiinl, 41
Figure 4.5: Settings of naive Bayes(Kernel)........................coooni 41
Figure 4.6:Settings of K-NN.L....oooiiiii e, 42
Figure 5.1: Association Rule results.............ccooiiiiiiiiiiiiiiiin, 45
Figure 5.2: Decision Tree results............cooeviiiiiiiiiiiiiiiiii e, 46
Figure 5.3: Rule Induction results...............cooiiiiiiiiiiiiiiiii e, 50
Figure5.4: Naive Bayesian (Kernel) results...............cooviiiiiinnn, 52
Figure 5.5: K-NN 1esUlts. .. ouv it 53
Figure 5.6 Accuracy of algorithms implemented in research............... 54

Vil

www.manaraa.com



List of tables

Table 4.1 Number of record in each directorate............................ 34
Table 4.2 Number of record in each training center........................ 34
Table 4.3: The Teachers Data Set Description.................ccccoeevinnen.e. 34
Table 5.1 Accuracy of K-NN algorithms.........................al. 53

www.manharaa.com
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In our research there are some Abbreviations we use it in this meaning like:
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COMP1 Component (namec! as COMP1) is formed by taking the
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148 Java implementation of the C4.5 algorithm under WEKA data
mining platform or ID3 and C4.5 called J48

KDD Knowledge Discovery in Databases

K-NN K-nearest neighbor

LAD Tree Logical Analysis of Data Tree

LEM1 Learning from Examples Module version 1

LERS Learning from Examples using Rough Sets

LMS Learning Management System
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PAS Performance Appraisal System

Ph.D. Philosophig Doctorate

SSVM Smooth Support Vector Machine

TEL Technology Enhanced Learning

WEKA Waikato Environment for Knowledge Analysis
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CHAPTER 1: Introduction

This chapter introduces the main concepts of data mining, Educational Data
Mining, Student Performance in Data Mining, Teacher Performance in Data
Mining, evaluation problem, main approaches, research objectives, research
scope and limitation, significance of the thesis, research methodology and
structure of the thesis.

The main objective of this thesis is to improve teacher performance, by
offering precised directed courses to the teacher according to his need and
build on what he has from previous knowledge. So the training adds new
information and knowledge to the experience and improves his performance in
the classroom and in the delivery of scientific material for students, and how
to manage time and deal with the modern means.

The Ministry of Education suffers in directing teachers training courses. They
have to be classified according to their need for the session; teachers classified
in the courses training inaccurately so they are not taking the previous
experience of the teacher in this area, therefore the evaluation set to some
extent is inaccurate.

It helps a teacher to use modern methods in the educational process but at the
end of the course no high benefit is remembered because it essentially seems
to have no prior knowledge or application of it, and those modern methods are
not available in the workplace.

1.1 Data Mining

Data mining refers to extracting or mining knowledge from large amounts of
data. It is actually part of the knowledge discovery process. It is the process of
extracting knowledge hidden from large volumes of raw data. The knowledge
must be new, not obvious, and one must be able to use it, to discover the
hidden patterns and relationships which must be helpful in decision making
[1].

Data Mining, also defined as extracting the information from the huge set of
data. In other words we can say that data mining mines the knowledge from
data. This information can be used for many applications such as: Market
Analysis, Fraud Detection, Customer Retention, Production Control, and
Science Exploration [2].

Data_mining._is_the analysis of observational data sets to find unsuspected
relationships and to summarize the data in novel ways that are both

1
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understandable and useful to the data owner. The relationships and summaries
derived through a data mining exercise are often referred to as models or
patterns [3].

Various algorithms and techniques like Classification, Clustering, Regression,
Artificial Intelligence, Neural Networks, Association Rules, Decision Trees,
Genetic Algorithm, Nearest Neighbor method etc., are used for knowledge
discovery from databases [4].

Data mining techniques have been applied in many application domains such
as Banking, Fraud detection, Instruction detection and Communication,
marketing, medicine, real estate, customer relationship management,
engineering, web mining and recently in education which known as
Educational Data Mining [5][6].

1.2 Educational Data Mining:

Educational Data Mining (EDM) develops methods and applies techniques
from statistics, machine learning, and data mining to analyze data collected
during teaching and learning [8].

Collects and use ( Educational
Inf. Systems

LMSITS, AEH, TEL

\ 4

/ \ enroll (to courses),

use (learning)

\/ EDM Tasks resources,
Student profiling,

' | C pass tests,
Educat. Data knowledge modeling, collaborate (with
Learning objects, drop out prediction other students),

event logs (usage,

interaction),
grades,
w

w Learners
Educators Discovered Knowledge —>Pupils,
Teachers Descriptive (process) models, Students,
Study a dvisers, | +——— (learning) patterns, outliers, Professionals,
Directors of (performance) predictions, Patients
education, advices and recommendations
Education
researchers

Figure 1.1: Educational data mining in a nutshell [7].
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EDM tests learning theories and informs educational practice. Learning
analytics applies techniques from data mining to analyze data collected during
education administration and services, teaching, and learning. Learning
analytics creates applications that directly influence educational practice [8].
Figure 1.1 gives the process of EDM. The main roles in the process are
Learner (students) and Educators (Teachers).

The figure presents the basic components of Educational Data Mining (EDM)
which is a set of each of the (Learners, Pupils, Students, Professionals,
Patients, Educators, Teachers, Study advisers, Directors of education,
Education Researchers).

1.2.1 Teacher Performance in Data Mining:

Teacher performance in the classroom and what affect it from the variables
related to student characteristics; student attendance positively affects the
teaching performance.

There are many research in student performance, but a few in teacher
performance which is the main problem of this research.

1.3 Statement of the problem
The problem with this research is to find away to improve the performance of
teachers in the educational process.

The Ministry of Education suffers in directing teachers training courses.
Teachers have to be classified according to their need for the session; teachers
classified in the courses training inaccurately so they are not taking the
previous experience of the teacher in this area.

The teacher gets courses to use modern methods in the educational process but
at the end of the course no high benefit is obtained. Because it essentially
seems to have no prior knowledge or application of it, as the course does not
begin the session with past experiences of trainees and those modern methods
are not available in the workplace.

There are many challenges in this area.
The most important obstacles that we can face:

1w Whatkindwof.data will be used?

www.manaraa.com



2. How the data will be collected, because most of the data used to
support the improvement of the performance of students.

3. What tools available in the preparation?

4. What are the appropriate programs or the appropriate application which
will be used for the application stage?

1.4 Objectives

1.4.1 Main objective
The main goal of this research is to develop an approach based on training by
using data mining that evaluates the performance of teachers.

1. 4.2 Specific objectives
The specific objectives of this research are:

e Find ways to collect data about teachers.
e Define a process to integrate and prepare the collected data.

e Test the viability of our view of the proposed teachers, we will use
different areas for teachers in different disciplines.

e Use data mining to predict teacher performance.

e Use an approach to asses' teacher performance.

1.5 Importance of the project
+ More support for the performance and efficiency of teachers.

+ Improving the educational process as more research focused on the
student, and the curriculum, without a focus on teacher dramatically.

+ Most work concentrates on higher education, we will focus on
educational level.

+ Evidence of appropriate teacher and guidance in teacher training
courses appropriate that serve the educational process.

+ The upper workplace management can predict teacher performance
from the beginning and improves their performance during work.

www.manaraa.com



+ The research can be utilized in assigning teachers to courses based on
his experience.

+ Distribution of students in schools will be affected because the students
appreciate teachers who are knowledgeable and enthusiastic.

+ The abilities of students and their success rate may be better than
before.

+ Increase the proportion of creativity among students because the teacher
with more experience directs his students to think, research and
advancement of the educational process.

+ The Ministry of Education will make use and have benefits from this
research through directing the training courses more accurately.

+ It also can make a lot of benefits if it reduces the financial expenses that
are really expended in a wasteful way.

+ Moreover, the ministry of Education should depend on the highly
qualified teachers and make them trainers and guiders in the training
courses, in this way it increases the efficiency and the mastery of those
teachers who will be guiders and leaders to their colleagues.

1.6 Scope and limitations of the project

1- We will concentrate on educational level not higher education.

2- We will use built tools for preparation and evaluation.

3- We collect real data from the Ministry of Education and Higher
Education in Gaza City from three directorates west, East and North of
Gaza for teacher's administrative information.

4- Information on training courses teachers obtained in the past three years
from 2010 to 2013 were obtained from the training centers of the three
directorates.

5- Information on training courses and trainees and trainers through the
identification of several topics discussed by using questionnaire.

1.7 Significance of the thesis

Most researches focused on improving the performance of students and
improve the curriculum and what is reflected in the educational process.
Primary goal of this research is to focus on improving the performance of
teachers through the study of their specialization and expertise and the time of

www.manaraa.com



the period in the service of the educational process, evaluate and determine
courses for needy teachers under improving their performance.

Focusing on giving the necessary courses that serve the needs of teachers and
meet the needs of the curriculum and serve all aspects of the educational
process.

Apply our approach on real data sets, there are a few researches that have been
proposed for teacher performance, most current researches discuss student
performance.

In this research, our approach is able to deal with teacher data to know how to
benefit from the training sessions through the use of data mining.

1.8 Methodology of the thesis

To implement and evaluate this approach we use the following methodology
(as seen in figure 1.2):

1. Data Acquisition: we collect real data from the Ministry of Education
and Higher Education in Gaza City from three directorates and use a
questionnaire.

2. Preprocessing data and feature extraction: data is processed because it
could be: (incomplete, noisy, and inconsistent). Then reduce the input
space by grouping inputs into relevant features and extract features to
help in classifying the records.

3. Apply Data Mining technique: First we use association rule then
classify the input data correctly through the use of data mining
algorithm such as: (Decision Trees, Rule Induction, k-Nearest
Neighbors, Naive Bayesian Classifiers)

4. Generate and evaluate rules: Generate rules from the data and evaluate
them using some metrics.

Data Acquisiti Preprocessing Apply Data

ata Acquisition
a Data & Feature Mining Generate and
Extraction technique evaluate rules

Figure 1.2: Methodology Steps

6
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1.9 Thesis Structure

The rest of the thesis is organized as follows: The second chapter for
background theory. The third chapter presents related work. The fourth
chapter includes the Research Proposal and Methodology. In the fifth chapter
we discuss the experimental results and analysis. Chapter six draws the
conclusion and summarizes the research achievement and future direction.
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CHAPTER 2: Background Theory

In this chapter we introduce some important fundamentals and basic
terminology that we used in our research. It includes the following topics:
section one: about teacher performance evaluation in general. Section two:
about data mining. Section three: about Rapid miner. Section four: about
Association Rule. Section Five: about classification that describes major kinds
of classification algorithms which are used in our research: decision tree, rule
induction, naive Bayes (Kernal) and the k-Nearest Neighbor.

2.1 Educational Data Mining:

Many can benefit from education data for example: Learners (Students) can
get advice and recommendations on classroom available to them, as well as
classroom materials, activities, resources, tasks, the main targets, and Learning
objects.

In addition teachers can see how effective their learning material is; how well
the students are doing on particular tasks, as well as the test can give teachers
a lot of information about students and their education.

The study advisers can distinguish between students through classifying them
into groups according to their grades and thus identify students who have a
warning, those are in danger.

Directors of Education can get to know the problems in the curriculum with an
attempt to develop possible solutions, as well as knowledge of the students'
reality [7].

Educational data mining (EDM): uses multi Educational System such as:
learning management system (LMS), Intelligent Tutoring System (ITS), and
Technology Enhanced Learning (TEL).

In educational data mining, one way to gets the upper limit of qualitative
education systems improving decision procedures on different processes, such
as planning, advice and evaluation. This can be accomplished by using
administrator's decision-makers with the precious knowledge, which is
currently unidentified to them. This knowledge conceal among group
educational information [5].

This improvement may bring a lot of advantages to the educational system
such as maximizing educational system efficiency, decreasing student's drop-
out rate, increasing student's transition rate, increasing educational
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improvement ratio, increasing student's success, increasing student's learning
outcome, and reducing the cost of system processes [5].

2.1.1 Student Performance in Data Mining:

Student Performance is determined by the internal assessment and final
semester examination. The internal assessment is carried out by the teacher
based upon students' performance in educational activities such as class test,
seminar, assignments, general proficiency, attendance and lab work. These
allow tutors to identify students at risk and provide advice ahead of the final
exam [4].

2.1.2 Teacher Performance Evaluation:

Performance evaluation has been defined as a systematic process of evaluating
an individual worker’s job performance and effectiveness in relation to certain
pre-established criteria and organizational objectives [9].

It is the process of examining a subject and rating is based on its important
features. Evaluation in education can be referred to as the systematic
determination of merit, worth, and significance of a learning process by using
some criteria against a set of standards or a systematic acquisition and
assessment of information to provide useful feedback about some object [10].

This definition emphasizes acquiring and assessing information because all
evaluation work involves collecting and sifting through data, making
judgments about the validity of the information and of inferences we derive
from it [11].

It is a formal process of employee monitoring and usually involves
"evaluating performance based on the judgments and opinions of
subordinates, peers, supervisors, other managers and even workers
themselves". Similarly, performance appraisal has been defined as "activities
through which organizations seek to assess employees and develop their
competence, enhance performance and distribute rewards".
Performance Evaluation can be damaging for organization. Poorly managed
PAS (Performance Appraisal System) can cause various problems for
organization, like, disputes among employees and management, anger in staff.
Moreover, organization and supervisor both are perceived by employees as
unfair and discriminating. Therefore, PAS should be carefully designed and
properly implemented in work settings. Additionally, upper management
should also_make human resource decisions fairly on the basis of appraisal
ratings. So that employees could perceive that the system is not merely a

9
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formality, instead, it supports various important decisions in work settings
[12].

2.2 Data Mining

Data mining: is the process of analyzing data from different perspectives and
summarizing it into useful information - information that can be used to
Increase revenue, cuts costs, or both.

Data mining software is one of a number of analytical tools for analyzing data.
It allows users to analyze data from many different dimensions or angles,
categorize it, and summarize the relationships identified. Technically, data
mining is the process of finding correlations or patterns among dozens of
fields in large relational databases.

Data mining is primarily used today by companies with a strong consumer
focus-retail, financial, communication, and marketing organizations. It enables
these companies to determine relationships among "internal™ factors such as
price, product positioning, or staff skills, and "external" factors such as
economic indicators, competition, and customer demographics. And, it
enables them to determine the impact on sales, customer satisfaction, and
corporate profits.

While large-scale information technology has been evolving separate
transaction and analytical systems, data mining provides the link between the
two. Data mining software analyzes relationships and patterns in stored
transaction data based on open-ended user queries. Several types of analytical
software are available: statistical, machine learning, and neural networks.
Generally, any of four types of relationships are sought:

1. Classes: Stored data is used to locate data in predetermined groups. For
example, a restaurant chain could mine customer purchase data to
determine when customers visit and what they typically order. This
information could be used to increase traffic by having daily specials.

2. Clusters: Data items are grouped according to logical relationships or
consumer preferences. For example, data can be mined to identify
market segments or consumer affinities.

3. Associations: Data can be mined to identify associations. The beer-
diaper example is an example of associative mining.

4. Sequential patterns: Data is mined to anticipate behavior patterns and
trends. For example, an outdoor equipment retailer could predict the
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likelihood of a backpack being purchased based on a consumer's
purchase of sleeping bags and hiking shoes.

Data mining consists of five major elements:

1. Extract, transform, and load transaction data onto the data warehouse
system.

2. Store and manage the data in a multidimensional database system.

3. Provide data access to business analysts and information technology
professionals.

4. Analyze the data by application software.

5. Present the data in a useful format, such as a graph or table.

Different levels of analysis are available:

+ Artificial neural networks: Non-linear predictive models that learn
through training and resemble biological neural networks in structure.

+ Genetic algorithms: Optimization techniques that use processes such as
genetic combination, mutation, and natural selection in a design based
on the concepts of natural evolution.

+ Decision trees: Tree-shaped structures that represent sets of decisions.
These decisions generate rules for the classification of a dataset.
Specific decision tree methods include Classification and Regression
Trees (CART) and Chi Square Automatic Interaction Detection
(CHAID). CART and CHAID are decision tree techniques used for
classification of a dataset. They provide a set of rules that you can apply
to a new (unclassified) dataset to predict which records will have a
given outcome. CART segments a dataset by creating 2-way splits
while CHAID segments using chi square tests to create multi-way
splits. CART typically requires less data preparation than CHAID.

+ Nearest neighbor method: A technique that classifies each record in a
dataset based on a combination of the classes of the k record(s) most
similar to it in a historical dataset. Sometimes called the k-nearest
neighbor technique.

+ Rule induction: The extraction of useful if-then rules from data based
on statistical significance.

+ Data visualization: The visual interpretation of complex relationships in
multidimensional data. Graphics tools are used to illustrate data
relationships [13].

11
www.manaraa.com



2.3 Rapid Miner

Rapid Miner is a complete business analytics workbench with a strong focus
on data mining, text mining, and predictive analytics. It uses a wide variety of
descriptive and predictive techniques to give you the insight to make
profitable decisions. Offers full reporting and dash boarding capabilities [14].

Rapid Miner was the first open source provider to explore innovative ranges
of application together with its customers, including the areas of churn
prevention, up and cross-selling, sales prediction, risk detection, fraud
detection, predictive maintenance, price predictions and social media analysis.
It's a tool for experimenting with machine learning and data mining
algorithms. An experiment (process) is a set of operators that perform
different tasks in the data (input/output), data transformation, preprocessing,
attribute selection, learning, and evaluation [14].

It has a comfortable user interface, where analyses are configured in a process
view. Rapid Miner uses a modular concept for this, where each step of an
analysis (e.g. a preprocessing step or a learning procedure) is illustrated by an
operator in the analysis process. These operators have input and output ports
via which they can communicate with the other operators in order to receive
input data and generate models over to the operators that follow [15].

It's one of the world-leading open-source systems for data mining solution,
due to the combination of its leading-edge technologies and its functional
range. Applications of Rapid Miner cover a wide range of real- world data
mining tasks. It serves as a stand-alone application for data analysis and as a
data mining solution for researchers and industries. Meta operators and
researchers automatically optimize the experiment designs and users no longer
need to tune single steps or parameters any longer for their results. A huge
amount of visualization techniques and the possibility to place breakpoints
after each operator gives insight into the success for running experiments.

Objective of Rapid Miner:

1. Motivate researchers and academics to experience the benefits of data
mining solutions to the society.

2. Provide a platform to gain in depth knowledge in KDD process.

3. Integrate data mining technologies in banking and other related areas
[16].
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2.4 Association Rule

First of all, we must talk about Frequent Pattern Growth (FP-Growth)
Algorithm, it allows frequent itemset discovery without candidate itemset
generation. Two step approach:

Step 1: Build a compact data structure called the FP-tree (Built using 2 passes
over the data-set).

Step 2: Extracts frequent itemsets directly from the FP-tree
Step 1: FP-Tree Construction (FP-Tree is constructed using 2 passes over the
data-set):

Pass 1: Scan data and find support for each item, discard infrequent items and
Sort frequent items in decreasing order based on their support. Use this order
when building the FP-Tree, so common prefixes can be shared.

Pass 2: Nodes correspond to items and have a counter

1. FP-Growth reads 1 transaction at a time and maps it to a path.

2. Fixed order is used, so paths can overlap when transactions share items
(when they have the same prfix) in this case, counters are incremented.

3. Pointers are maintained between nodes containing the same item,
creating singly linked lists (dotted lines) the more paths that overlap, the
higher the compression. FP-tree may fit in memory.

4. Frequent itemsets extracted from the FP-Tree.

FP-Tree size:

+ The FP-Tree usually has a smaller size than the uncompressed data -
typically many transactions share items (and hence prefixes).
Best case scenario: all transactions contain the same set of items, (1
path in the FP-tree).

+ Worst case scenario: every transaction has a unique set of items (no
items in common).

+ Size of the FP-tree is at least as large as the original data.

+ Storage requirements for the FP-tree are higher - need to store the
pointers between the nodes and the counters.

+ The size of the FP-tree depends on how the items are ordered.

+ Ordering by decreasing support is typically used but it does not always
lead to the smallest tree.
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Step 2: Frequent Itemset Generation

+ FP-Growth extracts frequent itemsets from the FP-tree.

+ Bottom-up algorithm - from the leaves towards the root.

+ Divide and conquer: first look for frequent itemsets ending in e, then de,
etc. Then d, then cd, etc.

+ First, extract prefix path sub-trees ending in an item (set).

Each prefix path sub-tree is processed recursively to extract the frequent
itemsets. Solutions are then merged.

The FP-Tree that would be built if we only consider transactions containing a
particular itemset (and then removing that itemset from all transactions).

Advantages of FP-Growth:

1. Only 2 passes over data-set.
2. Compresses data-set.

3. No candidate generation.

4. Much faster than Apriori.

Disadvantages of FP-Growth

1. FP-Tree may not fit in memory.
2. FP-Tree is expensive to build [17].

Association rules are used to show the relationship between data items.
Mining association rules allows finding rules of the form:

If antecedent then (likely) consequent where antecedent and consequent are
item sets which are sets of one or more items. Association rule generation
consists of two separate steps: First, minimum support is applied to find all
frequent item sets in a database. Second, these frequent item sets and the
minimum confidence constraint are used to form rules. Support and
confidence are the normal method used to measure the quality of association
rule. Support for the association rule X->Y is the percentage of transaction in
the database that contains XUY. Confidence for the association rule is X->Y
is the ratio of the number of transaction that contains XUY to the number of
transaction that contain X. Association rule can be used in educational data
mining and teacher’s evaluation system for analyzing the learning data [18].

Mining association rules search for interesting relationship among items in
given data set, It's one of the major techniques of data mining and it is perhaps
the most common, In data mining, association rule learners are used to
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discover elements that co-occur frequently within a data set consisting of
multiple independent selections of elements (such as purchasing transactions),
and to discover rules, such as implication or correlation, which relate co-
occurring elements.

Association Rules will allow you to find rules of the kind If X then (likely) Y
where X and Y can be single items [19].

Association algorithms - finding correlations between different attributes in a
dataset [20].

Association rule mining, one of the most important and well researched
techniques of data mining. It aims to extract interesting correlations, frequent
patterns, associations or casual structures among sets of items in the
transaction databases.

Association rules are widely used in various areas such as telecommunication
networks, market and risk management, and inventory control [21].

An association rule is about relationships between two disjoint item sets X
and Y

X=Y
It presents the pattern when X occurs, Y also occurs.
Association rule R: Itemsetl => ltemset?2

+ Itemsetl, 2 are disjoint and ltemset2 is non-empty
+ meaning: if transaction includes Itemset1 then it also has ltemset2
+ Rule form: "Body => Head [support, confidence]"

Examples
A B=>E,C
A=>B,C
Major (x, "CS") ~ takes(x, "DB") => grade (x, "A") [1%, 75%] [22].

2.5 Classification

Classification is a data mining task that maps the data into predefined groups
and classes. It is also called as supervised learning.

It consists of two steps:

1. Model construction: It consists of set of predetermined classes. Each
tuple/samplesissassumed to belong to a predefined class. The set of tuple used
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for model construction is training set. The model is represented as
classification rules, decision trees, or mathematical formulae.

2. Model usage: This model is used for classifying future or unknown objects.
The known label of test sample is compared with the classified result from the
model. Accuracy rate is the percentage of test set samples that are correctly
classified by the model. Test set is independent of training set, otherwise over-
fitting will occur [18].

Classification is a technique used to predict group membership for data
instances

2.5.1 Decision tree

A decision tree is a classifier expressed as a recursive partition of the instance
space. The decision tree consists of nodes that form a rooted tree, meaning it is
a directed tree with a node called "root" that has no incoming edges. All other
nodes have exactly one incoming edge. A node with outgoing edges is called
an internal or test node. All other nodes are called leaves. In a decision tree,
each internal node splits the instance space into two or more sub-spaces
according to a certain discrete function of the input attributes values. In the
simplest and most frequent case, each test considers a single attribute, such
that the instance space is partitioned according to the attribute’s value. In the
case of numeric attributes, the condition refers to a range.

Each leaf is assigned to one class representing the most appropriate target
value. Alternatively, the leaf may hold a probability vector indicating the
probability of the target attribute having a certain value. Instances are
classified by navigating them from the root of the tree down to a leaf,
according to the outcome of the tests along the path.

In case of numeric attributes, decision trees can be geometrically interpreted
as a collection of hyperplanes, each orthogonal to one of the axes. Naturally,
decision-makers prefer less complex decision trees, since they may be
considered more comprehensible.

The tree complexity has a crucial effect on its accuracy. The tree complexity is
explicitly controlled by the stopping criteria used and the pruning method
employed. Usually the tree complexity is measured by one of the following
metrics: the total number of nodes, total number of leaves, tree depth and
number of attributes used. Decision tree induction is closely related to rule
induction. Each path from the root of a decision tree to one of its leaves can be
transformed into a rule simply by conjoining the tests along the path to form
the antecedent part, and taking the leaf’s class prediction as the class value
[23].
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Figure 2.1: lllustration of Decision Tree [24].

2.5.2 Rule induction

Rule induction algorithms may be categorized as global and local. In global
rule induction algorithms the search space is the set of all attribute values,
while in local rule induction algorithms the search space is the set of attribute-
value pairs. We will discuss a global rule induction algorithm called LEM1
(Learning from Examples Module version 1).

The algorithm LEMZ1, a component of the data mining system LERS
(Learning from Examples using Rough Sets), is based on some rough set
definitions.

Let B be a nonempty subset of the set A of all attributes. Let U denote the set
of all cases. The indiscernibility relation IND (B) is a relation on U defined for
X, ¥y € U by (X, y) € IND (B) if and only if for both x and y the values for all
attributes from B are identical.

The indiscernibility relation IND (B) is an equivalence relation. Equivalence
classes of IND (B) are called elementary sets of B.

Algorithm to compute a single global covering

(Input: the set A of all attributes, partition {d}* on U;

Output: a single global covering R);

Begin

Compute partition A*;
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P:=A;
R: = ¢;
If A* < {d}*
Then
Begin
For each attribute a in A do
Begin
Q:=P—{a};
Compute partition Q*;
If Q* <{d}*thenP:=Q
End {for}
R:=P
End {then}
End {algorithm} [25].
Figure 2.2: Algorithm for Rule Induction

2.5.3 Naive Bayes (Kernal)

Given a set of objects, each of which belongs to a known class, and each of
which has a known vector of variables, our aim is to construct a rule which
will allow us to assign future objects to a class, given only the vectors of
variables describing the future objects. Problems of this kind, called problems
of supervised classification, are ubiquitous, and many methods for
constructing such rules have been developed. The very important one is the
naive Bayes method, also called idiot’s Bayes, simple Bayes, and
independence Bayes. This method is important for several reasons. It is very
easy to construct, not needing any complicated iterative parameter estimation
schemes. This means it may be readily applied to huge data sets. It is easy to
interpret, so users unskilled in classifier technology can understand why it is
making the classification it makes. And finally, it often does surprisingly well:
it may not be the best possible classifier in any particular application, but it
can usually be relied on to be robust and to do quite well.

The basic principle: we will assume just two classes, labeled i = 0, 1. Our aim
is to use the initial set of objects with known class memberships (the training
set) to construct a score such that larger scores are associated with class 1
objects and smaller scores with class 0 objects. Classification is then achieved
by comparing this score with a threshold, t. If we define P (i |x) to be the
probability that an object with measurement vector x = (x1, . . ., X p) belongs
to class i , then any monotonic function of P(i |x) would make a suitable score.
In_particular, the ratio P (1|x)/P (O|x) would be suitable. Elementary
probability tells us that we can decompose P(i |x) as proportional to f (x|i )P(i
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), where f (x|i ) is the conditional distribution of x for class i objects, and P(i )
Is the probability that an object will belong to class i if we know nothing
further about it (the ‘prior’ probability of class i ). This means that the ratio

ol f(x| 1>p(1)
p(0 ‘x) f(x |0)p(0)

becomes

[26].

2.5.4 K-NN

KNN: K-nearest neighbor classification One of the simplest, and rather trivial
classifiers is the Rote classifier, which memorizes the entire training data and
performs classification only if the attributes of the test object match one of the
training examples exactly. Finds a group of k objects in the training set that
are closest to the test object, and bases the assignment of a label on the
predominance of a particular class in this neighborhood. There are three key
elements of this approach: a set of labeled objects, e.g., a set of stored records,
a distance or similarity metric to compute distance between objects, and the
value of k, the number of nearest neighbors. To classify an unlabeled object,
the distance of this object to the labeled objects is computed, its k -nearest
neighbors are identified, and the class labels of these nearest neighbors are
then used to determine the class label of the object.

Input: D, the set of training objects, and test object z=(x', y")

Process:

Compute d(x', x), the distance between z and every object, (X, y) € D.
Select D c D, the set of closest training objects to z.

Output: y' = argmax Z(xi,yl-)e ng (v = yi)

Figure 2.3 the k -nearest neighbor classification algorithm

The figure provides a high-level summary of the nearest-neighbor
classification method.

Given a training set D and a test object x = (X', y"), the algorithm computes the
distance (or similarity) between z and all the training objects (x, y) € D to
determine its nearest-neighbor list, D,. (x is the data of a training object, while
Y is its class. Likewise, X' is the data of the test object and y' is its class.)
Once the nearest-neighbor list is obtained, the test object is classified based on
the majority class of its nearest neighbors:

Majority Voting: y' = argmax Y. yi)epz 1(v = yi)

Where v is a class label, y; is the class label for the i ™ nearest neighbors, and |
() is an Indicator function that returns the value 1 if its argument is true and 0
otherwise.
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There are several key issues that affect the performance of k-NN:

1. The choice of k. If k is too small, then the result can be sensitive to
noise points. On the other hand, if k is too large, then the neighborhood
may include too many points from other classes.

2. The approach to combining the class labels. The simplest method is to
take majority vote, but this can be a problem if the nearest neighbors
vary widely in their distance and the closer neighbors more reliably
indicate the class of the object. In general, requires computing the
distance of the unlabeled object to all the objects in the labeled set,
which can be expensive particularly for large training sets. A number of
techniques have been developed for efficient computation of k -nearest
neighbor distance that make use of the structure in the data to avoid
having to compute distance to all objects in the training set. These
techniques, which are particularly applicable for low dimensional data,
can help reduce the computational cost without affecting classification
accuracy.

K-NN classification is an easy to understand and easy to implement
classification technique. Despite its simplicity, it can perform well in many
situations. In particular, a well known result by Cover and Hart shows that the
error of the nearest neighbor rule is bounded above by twice the Bayes error
under certain reasonable assumptions. Also, the error of the general k-NN
method asymptotically approaches that of the Bayes error and can be used to
approximate it.

K-NN is particularly well suited for multi-modal classes as well as
applications in which an object can have many class labels [26].

2.6 Summary

This chapter gave an overview for basic theoretical foundation about teacher
evaluation in general, data mining, rapid miner program, then Association
Rule, and classification and its method. The next chapter will review the
related work that was done for student performance and teacher performance.
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CHAPTERS3: Related works

This chapter will be about work related to our thesis. It contains two sections
the first is on improving the performance of students and improving the
curriculum and what is reflected on the educational process. The second will
be about teacher performance.

3.1 Student performance:

Baradwaj and Pal in [4] stated the main objective is to use data mining
methodologies to study students, performance in the courses. One way of
higher education institutions is to provide quality education to its students. To
achieve highest level of quality in higher education system is by discovering
knowledge for prediction regarding enrolment of students in a particular
course. They, also, used classification task to evaluate student’s performance
because there are many approaches that are used for data classification to
evaluate students’ performance. The decision tree method is used also for
predicting student performance.

By this task they extract knowledge that describes students’ performance in
final semester examination. It helps earlier in identifying the dropouts and
students who need special attention and allow the teacher to provide
appropriate advising or to provide counseling.

Information likes attendance, class test, seminar and assignment marks were
collected from the student’s management system, to predict the performance
at the end of the semester.

The internal assessment is carried out by the teacher based upon student's
performance in educational activities such as class test, seminar, assignments,
general proficiency, attendance and lab work. Each student has to get
minimum marks to pass an internal semester as well as the final semester
examination.

The data set of 50 students used in the study was obtained from Veer Bahadur
Singh Purvanchal University, Jaunpur (Uttar Pradesh), from Computer
Applications department of a master course of Computer Applications from
session 2007 to 2010.

This study will help the students and the teachers to improve the division of
the students. This study will also work to identify those students which need
special attention to reduce failure rate and taking appropriate action for the
next semester examination.

Beikzadeh and Amnuaisuk in [5] used a roadmap for the application of data
mining in higher educational system.
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They demonstrate the ability of data mining in the context of higher education
system by offering an enhanced version of proposed analysis model
(DM _EDU) used for the application of data mining in higher educational
system. The most important section of the model is "student assessments" sub-
process under "evaluation” will be implemented in a real world of higher
education, Multimedia University in Malaysia, present the ability of data
mining in discovering useful patterns and the result of this application aids
managerial MMU decision makers to improve decision-making processes.
The methodology is based on CRISP-DM. The main objective is to assess
student's performance in one of the major courses (computer programming 1)
in faculty of Information Technology of Multimedia University, using
decision tree.

Model can be used as a guideline for the application of data mining in higher
educational system. To identify which part of their processes can be improved
through data mining and how they achieve their superior data mining goals.
(DM_EDU) model is made up of seven main processes, which is [evaluation,
planning, registration, consulting, marketing, performance and examination].
Each process categorized into some sub-processes. As an example,
"evaluation”, its main subprocesses are “student assessment”, "lecturer
assessment”, "course assessment”, and “industrial training assessment". The
main idea in this model is identifying how each of these traditional processes
can be improved through data mining techniques.

One of the new enhanced processes that data mining brings to higher
educational system is enhancing "Student assessment” sub-process under
"Evaluation" main process. Using some classification techniques like decision
tree, or artificial neural network applied on the set of student and lecturer’s
academic and personal information, in specific course, they were unable to
classify students into various groups of successful and unsuccessful students.
Therefore the knowledge that can be extracted from this process is the patterns
of previously successful and unsuccessful students. They are able to decide
which type of students is more successful than others and provide academic
help for those who are less likely to be successful.

It is one interesting rule among the various rules obtained. This rule has a
purity of 55.6%. From the total number of students (841 students), 55.6%
(468) are classified as "Successful”. The other students (44.4%, 373 students)
are classified as "Unsuccessful”.

Yadav and Pal in [6] used C4.5, ID3 and CART decision tree algorithms on
engineering student’s data to predict their performance in the final exam. The
outcome of the decision tree predicted the number of students who are likely
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to pass, fail next year. The results provide steps to improve the performance of
the students who were predicted to fail. After the declaration of the results in
the final examination the marks obtained by the students are fed into the
system and the results were analyzed for the next session. The comparative
analysis of the results states that the prediction has helped the weaker students
to improve and brought out progress in the result. The prediction says that a
student tends to fail in the examination prior to the examination then extra
efforts can be taken to improve his studies and help him to pass the
examination.

Prediction models that include all personal, social, psychological and other
environmental variables are necessary for the effective prediction of the
performance of the students. Data pertaining to student’s background
knowledge about the subject, the proficiency in attending a question, the
ability to complete the examination in time etc will also play a role in
predicting his performance.

The data set used in this study was obtained from Veer Bahadur Singh
Purvanchal University, Jaunpur (Uttar Pradesh) on the sampling method of
Institute of Engineering and Technology of session 2010. Initially size of the
data is 90.

They use three decision trees as examples of predictive models obtained from
the student data set by three machine learning algorithms: the ID3 decision
tree algorithm, the C4.5 decision tree algorithm and the CART algorithm.
C4.5 technique has highest accuracy of 67.7778% compared to other methods
ID3 and CART algorithms.

From the classifiers accuracy it is clear that the true positive rate of the model
for the FAIL class is 0.786 for ID3 and C4.5 decision trees that means model
is successfully identifying the students who are likely to fail. These students
can be considered for proper counseling so as to improve their result. The
C4.5 decision tree algorithm can learn effective predictive models from the
student data accumulated from the previous years. Results show that they can
produce short but accurate prediction list for the student by applying the
predictive models to the records of incoming new students. This study will
also work to identify those weak students and help them to score better marks
to improve them and brought out betterment in the result.

Sembiring et. al. in [27] indicates that Data Mining Techniques (DMT)
capabilities in providing effective improving tools for student performance. It
showed how useful data mining can be in higher education in particular to
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predict the final performance of student. The study applied the kernel method
as data mining techniques to analyze the relationships between students’
behavior and their success and to develop the model of student performance
predictors. This is done by using Smooth Support Vector Machine (SSVM),
classification and kernel k-means clustering techniques. The results of this
study reported a model of student academic performance predictors by
employing psychometric factors as variables predictors. They collected the
student data from database management system course held at the University
Malaysia Pahang in third semester of 2007/2008 and used questionnaire to
collect the real data that describing the relationships between behavior of
students and their final academic performance. The variable which was used
in questionnaire is interesting, Study Behavior, Engage Time, Believe, and
Family Support. The numbers of students were 1000 with three different
majors in faculty of computer system and software engineering. The sources
of collected data were: personal records, academic record of students and
course records. They grouped all grades into five groups’ excellent, very good,
good, average, and poor. They categorized the value of each item in
questionnaire with High, Medium and Low.

The variables: Interest, Study Behavior, Engage Time and Family Support
gave 52.6% contribution in prediction of student academic performance.
They implemented the algorithm SSVM Classifications. Experiment was
conducted on two data sets; it’s randomly partitioned into training and testing
data sets. The data sets for training were 90% of all data sets and 10% of all
data sets used for testing.

The experiment result of the average testing accuracy for the lowest 61% for
prediction of "good" performance and the highest 93.7% for the prediction of
"poor" performance. Based on the results obtained they are sufficient to prove
that the model rule of prediction of student performance is by using predictors
of student performance proposed to be acceptable and good enough to serve as
predictor of student performance. This study has expressed the strong
correlation between mental condition of students and their final academic
performance.

Sreenivasaraod and Yohannes in [28] studied several factors which may
affect the student academic performance in engineering during their first year
at university which is a turning point in their educational path. The student
academic performance in Defence University College is of great concern to
the higher technical education managements, the students evaluation factors
like class quizzes, mid and final exam, are recommended that all correlated
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information should be conveyed to the class by teachers before the conduction
of final exam. This study helps the teachers to reduce the drop out ratio to a
significant level and improve the performance of students. Statistics plays an
important role in assessment and evaluation of performance in academics of
universities need to have extensive analysis capabilities of student
achievement levels in order to make appropriate academic decisions. Which
will result in academic performance changes; need to be assessed periodically
and over span of time. The performance parameters chosen can be viewed at
the individual student, department, school and university levels. They are an
attempt to use concepts of data mining like k-Means clustering, Decision tree
techniques, to help in enhancing the quality of the higher technical educational
system by evaluating student data to study the main attributes that may affect
the performance of student in courses. This study makes use of cluster
analysis to segment students in groups according to their characteristics. There
IS a need to see the results of academic decisions by taking measurements. The
decision, implementation, measurement and evaluation mechanisms works are
like a chain, their relationship depend on each other. This research use data
warehousing and data mining techniques to analyze and find out student
academic performance and to improve the quality of the engineering system.

The managements can use some techniques to improve the course outcomes
according to the improved knowledge. Such knowledge can be used to give a
good understanding of student’s enrollment pattern in the course under the
study, of the faculty and managerial decision maker in order to utilize the
necessary steps needed to provide extra classes. This type of knowledge of the
management system can enhance their policies, improve their strategies and
improve the quality of the system.

Ayesha et. al in[29] used data mining technique named k-means clustering, is
applied to analyze student’s learning behavior. Here K-means clustering
method is used to discover knowledge that come from educational
environment. The students evaluation factors like class quizzes mid and final
exam assignment are studied. It is recommended that all these correlated
information should be conveyed to the class teacher before the conduction of
final exam. This study will help the teachers to reduce the drop out ratio to a
significant level and improve the performance of students. This study aims to
analyze how different factors affect a student’s learning behavior and
performance during academic career using k-means and decision tree in an
educational institution.
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This study makes use of cluster analysis to segment students into groups
according to their characteristics.

The model makes prediction about fail and pass ratio of students based on
class performance as well as the system inform the students about the ratio of
class attendance. The model also deals with entrance ratio of students in a
particular department and exit ratio after successful completion of degree. The
model was developed using DMX queries available in visual studio2005.The
model identify the weak students before final exam in order to save them from
serious harm. Teachers can take appropriate steps at right time to improve the
performance of student in the final exam. It deals with both kind of
assessments especially internal assessment in order to predict students whose
performance is low. This model check the performance of student at different
levels before the final exam in order to predict weak students and take
appropriate steps to save them from failure.

The data gathered from university students was analyzed using a data mining
technique namely k-means clustering . The data set used in this study was
obtained from the department of Computer Science, University of Agriculture,
Faisalabad in 2008-2009. Initially 120 students were enrolled in the degree.

The information generated after the implementation of data mining technique
may be helpful for instructor as well as for students. This work may improve
student’s performance; reduce failing ratio by taking appropriate steps at right
time to improve the quality of education.

Abu-Taar and El-Halees in [30] used educational data mining to improve
graduate students’ performance, and overcome the problem of low grades of
graduate students. The data set used in this paper contains graduate students
information collected from the college of Science and Technology -
Khanyounis. The data include fifteen years period [1993-2007], they applied
data mining techniques to discover association, classification, clustering and
outlier detection rules. The graduate student's data set consists of 3314 record
and 18 attribute. They grouped all GPAs into five categorical segments;
Excellent, Very good, Good, Average and Poor.

After preprocessing and preparation methods, they found that the average
students present about 54% (1796 record) of the data set. It showed how
useful data mining can be used in higher education particularly to improve
graduate students’ performance. In association rules they sorted the rules
using lift metric. And they used two classification methods Rule Induction and
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Naive Bayesian classifier to predict the Grade of the graduate student. Also,
they clustered the students into groups using K-Means clustering algorithm.

The four techniques used outlier detection to detect all outliers in the data; two
outlier methods are used Distance-based Approach and Density-Based
Approach. Each one of these tasks can be used to improve the performance of
graduate student.

3.2 Teacher performance

Ola and Pallaniappan in [11] used directed modeling an intelligent technique
for evaluation of instructors’ performance in higher institutions of learning,
and proposed an optimal algorithm and designed a system framework which is
suitable for predicting instructors’ performance. The technique overcome the
limitations of the existing techniques; and improves reliability and efficiency
of instructors’ performance evaluation system, also it provides basis for
performance improvement that optimize students’ academic outcomes and
improve standard of education. Consequently, it contributes to successful
achievement of the goals, it also helps to formulate efficient plans to guarantee
quality of instructors and learning process. A central reason for the
employment of performance evaluation is the performance improvement
(initially at the level of the individual workforce, and ultimately at the level of
the institution). Other fundamental reasons include basis for employment
decisions (e.g. promotions, career advancement, performance reward,
sanctions, etc). Performance evaluation can aid in the formulation of criteria
and selection of individuals who are best suited to perform the required
organizational tasks. The way of gathering evidence about a subject may
influence the evaluation results, the choice of instruments is of chief
importance in designing and implementing systems to evaluate instructors’
performance. Gathering multiple sources of evidence about instructor meets
the need for accuracy and fairness of the evaluation process. Some of which
are: classroom observation, student evaluation form, inspection and interview,
student outcomes, questionnaires and survey.

Six criteria are particularly useful in evaluation the system. They are:
(Comprehensiveness, Generality, Utility, Practicality, Reliability and
Credibility) these aspects of measurement must be duly considered in any
evaluation system.

The architecture of the proposed system aggregating four main components of
the system model integrating instructors’ formative and summative data:
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1- Data acquisition and storage are responsible for storing instructors’
information in a data warehouse.

2- Model building is responsible for obtaining knowledge about the
instructors, through appropriate classification models. Specifically neural
networks and decision tree algorithms will be used in search for the best
model with high predictive accuracy.

3- Mapping the pattern in the rules generated with the instructor data to
predict performance.

4- Recommendation is responsible for recommending necessary action to be
carried out on individual instructor based on the prediction from the
evaluation system.

Using factors and resources obtained from randomly selected stakeholders, a
system framework for appropriate instructors’ evaluation system is presented.
The framework was designed with some basic components considered by the
authors for reliability and efficiency. The proposed system, if fully
implemented, will aid school administrators in decision making, provide basis
for instructors’ performance improvement that will optimize students’
academic outcomes and improve standard of education. Consequently, this
will contribute to successful achievement of the goals.

Ahmadi and Abadi in [18] analyzed the performance of final Teacher
Evaluation of a semester of a college and presented the result which is
achieved using WEKA tool. The main goal of this paper is gathering
manageable experiences with data mining and also using these experiences at
E-learning system and traditional education according to teacher evaluation.
This research study has followed a popular data mining methodology called
Cross Industry Standard Process for Data Mining (CRISP-DM), which is a
six-step process: (problem description, understanding the data, preparing the
data, creating the models, evaluating the models and using the model).

Data used in this study were 104 records taking Sanandaj Daughter VVocational
Faculty on teacher's behaviors in classroom with data mining algorithms such
Association Rule and decision trees (j48), it is proceeded to analyze and
predict acceptation of a teacher for continuing the teaching in faculty .There
are new rules and relations between selected parameters. Dataset have
teacher's information such as: (Evaluation‘s score, Teacher’s degree, Degree’s
type, Teaching experience, Acceptance to next semesters on teacher’s
evaluation) which affect education contract with these teachers in next
semesters, that is interesting for education managers.
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At teacher’s evaluation, evaluation’s score of students is very important factor
that many universities gather this information on performance of teachers.
New rules by using data mining and J48 tree as a decision tree in this paper
show these results: education managers could use these rules in future
decisions to submit new teachers and continue with elected old teachers.
For example these are the discovered rules:-

1. IF (Evaluation_score=GOOD) THEN (Acceptance is Yes this means
that next semester the teacher can continue his/her teaching)

2. IF (Evaluation_score=Excellent) AND (Teaching_experience=FALSE
means low) THEN (Acceptance is Yes this means that next semester the
teacher can continue his/her teaching) and etc.

Correctness of these rules depends on a variety of data sets and statistical
instances which can vary. But data mining tools such as WEKA can conclude
variety results that help education managers in universities. These results will
be used by managers in decision-making.

Ajay and Saurabh in [31] discussed the teachers’ performance evaluation
using data mining techniques at university teachers. The model consider the
various aspects of performance measures of teachers, like Students’ Feedback
(voice modulation, speed of delivery, content arrangement, presentation,
communication, overall impression, content delivery, explanation power,
overall teaching and regularity, Results, Students attendance) have deep
influence on the teachers’ performance in university. Proposed model is
designed to combine the knowledge and expertise of human experts with
reasoning capabilities that will provide a great support to the head of the
department for decision-making in educational institutions. The aim is to
predict the quality, productivity and potential of faculty across various
disciplines which will enable higher level authorities to take decisions and
understand certain patterns of teacher’s motivation, satisfaction, growth and
decline.

The basic techniques used in this paper are Naive Bayes, ID3, CART and
LAD tree.

Evaluation of Teachers performance uses data mining techniques in this
research, so teacher's performance is evaluated. First a survey of the teachers'
requirements and students' requirements is made. Then we interacted with the
teachers and got some knowledge about their methods. We should meet
different teachers that have been given some ideas about the finding of the
teacher's performance.
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The domain values for some of the variables were defined for the present
investigation as follows:

SA: Attendance of Student is divided into three classes: Poor - <60%, Average
->60% and < 80%, Good - >80%.

Result: Students result in Engineering. Is split into three classes: Pass, Fail or
Promoted. If a student passes all the papers, he is awarded pass class. If
students fail in up to three theory and two practical subjects of an academic
year or vice versa, he/she is promoted to next class, otherwise he/she fails.

Result showed that attribute CA (Content Arrangement) impacts output the
most, and that it showed the best performances in all of the three tests. The
result plays an important role in the performance of teachers. Then these
attributes follow: RE (Result), CO (Communication), and CD (content
delivery).Naive Bayes classifier has more accuracy than other three classifiers.
The highest accuracy is 80.35% and the lowest is 65.17%. In fact, the highest
accuracy belongs to the Naive Bayes Classifier followed by LAD tree with a
percentage of 75.00% and subsequently CART. Decision trees are considered
easily understood models because a reasoning process can be given for each
conclusion. The speed of delivery attribute did not show any clear effect while
the overall completion of course and regularity attribute has shown some
effect in some of the experiments for predicting the performance. Other
attributes had a degree of effect on predicting the performance.

Mardikyan and Badur in [32] this study was conducted to understand the
key factors affecting the teaching performance of the instructors, identifying
the factors associated with the teaching performance, The data is collected
anonymously from students' evaluations to measure the teaching effectiveness
of instructor's to identify the factors associated with the teaching performance
of instructors , variables related to other instructor and course characteristics
of the Management Information Systems (MIS) Department of Bogazici
University during the period 2004-2009.

They used two different data mining techniques; stepwise regression and
decision trees. Some universities and colleges use the result of evaluations to
monitor teaching quality and to help teachers improve their teaching
effectiveness.

Administrators use ratings in hiring new instructors, in promotion and tenure
decisions, and in assigning teachers to courses. Instructors use SET results to
improve their teaching effectiveness. Students use the ratings in selecting
courses and selecting teachers. The findings show that a small average
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relationship exists between learning and the evaluations but not applicable to
all teachers. The evaluation form has two groups of questions: related to the
course and related to the instructor.

The data include two basic categories of variables. The first group consists of
the data obtained from evaluation questionnaires where student's response
anonymously 13 questions about course (Q1-Q6) and instructor (Q7-Q13)
characteristics. According to the prediction rules the teaching performance of
instructor's increases as COMP1 variable increases. The employment status of
the instructor that is not included in the questionnaire is found to be
significant. Giving the course for the first time is not found to be a significant
factor in explaining the teaching performance. From the variables related to
student characteristics, student attendance positively affects the teaching
performance. Thus, instructors would be advised to encourage more students
to attend the courses. Another important factor which positively influences the
performance is the percentage of the students that fill the questionnaire. The
most important factor to explain the instructors' teaching performance is the
instructor attitudes that are primarily measured by the evaluation process. This
result is not peculiar to the MIS education since the same evaluation form is
used in all departments of Bogazici University. The attendance of the student
Is another important factor that influences positively the performance of the
instructor. Hence, the instructors that attract more students to the classes are
evaluated more successfully.

3.3 Summary

In this chapter, we can conclude that almost all educational data mining
concrete at improving student performance. Our proposed work will focus on
improving teacher performance.

Also, most of the papers concentrate on high education level. Ours will be on
educational level.

Also, no papers talk about improving training evaluation of the teachers. And
no papers conducted on educational level in Palestine.

This will be proposed in the next chapter. We will also discuss the steps of our
methodology.
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CHAPTER 4: Research Proposal and Methodology

This chapter explains our proposed approach and methodology which we
followed in this research. Section one: Approach to develop a model to
increases the performance of teachers in the Ministry of Education. Section
two: Data Acquisition. Section three: Preprocessing Data and Feature
Extraction. Section four: applies the model by using data mining method.
Section five: Generate rules.

4.1 Approach to develop a model to increases the performance of teachers
in the Ministry of Education

Our main objective in this research is to improve the performance of teachers
in the educational process. For that, the main goal is to develop approach
based on data mining that increases the performance of teachers in the
Ministry of Education.

To do that we propose the following steps in the preprocessing stage which
are:

1. The use of data mining algorithms to achieve the benefit of training
courses for teachers.

2. Classifying the data using random classification algorithm provided by
Rapid Miner environment to obtain the cause that affects in improving
the efficiency in degrading the teachers.

3. Also in other experiments we used association rule to know the
questions in the questionnaire, which directly affect the question 29,
which is provided for "The session has improved the professional
competence".

Figure 4.1 depicts the work methodology used in this search, which is based
on the approach proposed. The methodology starts from the data collection,
then preprocessing which are discussed in the Teacher Data Set and
Preprocessing, and then we come to the data mining methods which are
association and classification followed by the evaluation of results, finally the
knowledge representation process.
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Figure 4.1 presents general view of our proposed approach.

4.2 Data Acquisition:

The used data set contains:

1- Teacher's administrative information collected from the Directorate of
Education, west of Gaza, east of Gaza, and northern Gaza as in table 4.1
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Table 4.1 number of record in each directorate

Directorate Number of record
west of Gaza 4436
east of Gaza 2103
northern Gaza 1764

2- Information about training courses which teachers obtained in the past
three years from 2010 to 2013 were obtained from the training centers
of the former Directorates each center individually. The training Center
at Almagdh Waseela "west of Gaza", the training center in eastern
Gaza, and the training center in northern Gaza as in table 4.2.

Table 4.2 number of record in each training center

Training centers | Number of record
Almagdh Waseela | 805

eastern Gaza 1400

northern Gaza 550

3- Information about training courses and trainees and trainers through the
identification of several topics discussed by using questionnaire which
list in the end of research appendix B.

Teacher data set consists of 813 records and 46 attribute after combine the
training, administrative and questionnaire information for that has obtained in
training. Table 4.3 presents the attributes and their description that exists in
the data set as taken from the source database.

Table 4.3: The Teachers Data Set Description

Attribute Description Selected

Teacher_name The name of teacher

Teacher ID The ID number of teacher

Classification The Classification of teacher; |+
Workbook  and installed,
workbook is not installed or under
appointment

Qualification The Qualification of teacher; |+
Institute, diploma, college
medium, BA, MA, Ph.D.

Specific The  Specific of  teacher;
Classroom teacher, Arabic
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language, Islamic studies, and so
on

Coursel

The Scientific material taught by
the teacher

Classl

The Class taught by a teacher

Course2

The Scientific material taught by
the teacher to complement redress
of classes

Class2

The Class taught by a teacher

Date_Of Work

Date that has been set by the
teacher;

IF Date Of Work <=1 year He's
" New teacher"

IF Date Of Work <=10 & >1
years he's " Teacher "

IF Date Of Work <=15 & >10
years he's " First teacher "

IF Date Of Work >15 years he's
" Expert teacher"

Workplace

The School in which teacher
works

Upper_Workplace

Directorate-affiliated school,
which  works out teacher;
Directorate of Education, west of
Gaza, Directorate of Education,
east of Gaza, And the Directorate
of Education in northern Gaza.

Number of days of training
course 1

The number of days where he got
his first training session in the last
3 years

Number of hours of training
coursel

The number of hours where he got
his first training session in the last
3 years

Course Namel

The name the first training session
in the last 3 years

Year training coursel

The  Year training
2010,2011,2012

course,

Number of days of training
course 2

The number of days where he got
his second training session in the

35

www.manaraa.com



last 3 years

Number of hours of training
course2

The number of hours where he got
his second training session in the
last 3 years

Course Name?2

The name the second training
session in the last 3 years

Year training course2

The Year training course;
2010,2011,2012

Field training course

The target group in session

Q1

Provide trainees with modern
ways of teaching.

Q2

Develop the spirit of teamwork
among the trainees through
training activities.

Q3

Encourage trainees to give their
opinions freely and accept the
opinions of others at the same
time.

Q4

Let the trainee's acquire teaching
skills ~ such as  classroom
management, time management,
the use of a number of modern
educational technologies.

Q5

Let the trainee's acquire a number
of academic skills in terms of the
expansion of the scientific article.

Q6

Pave the session to move the
teacher to teach descriptive higher
stages.

Q7

The course aims to prepare
trainers from the teachers.

Q8

The session achieved its assigned
objectives.

Q9

The practical preparation of the
trainers is appropriate for each
session.

Q10

Trainers make the necessary
assistance to the trainees.

Q11

Allowing trainees to participate
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actively.

Q12 Encourage trainees to accomplish |/
the assigned duties.

Q13 Trainers use modern teaching |
methods :( a smart whiteboard,
PowerPoint, e-learning,.....)

Q14 Field follow-up to see how to take | +/
advantage and the extent of the
application in the field.

Q15 Trainer treated well and without |
moral Come.

Q16 Encourage discussion and |
exchange of views.

Q17 Trainer takes into account the |+
levels of all trainees.

Q18 Trainer has efficiency which is |+
suitable for the level of the
session.

Q19 The actual need of the trainees for |
this training.

Q20 Add new experiences to the |+
trainees through this training.

Q21 Give the trainees possibility of the | +
use of the information gained
from this training in their teaching
in the future.

Q22 Convenient ways of training |«
materials for scientific subjects
studied by trainers.

Q23 The clarity of the objectives of the |
session for the trainees.

Q24 Trainers feel with comfort and |+
satisfaction of trainees for the
session.

Q25 Begins the  session  with |+
knowledge of (past experiences)
of trainees.

Q26 Classification of trainees in |+
courses according to their levels.
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Q27 The course length is sufficient for |
the benefit of the trainee as
required.

Q28 The trainees have implemented |+
the experience they have gained in
their classrooms.

Q29 The session has improved the |+
professional competence.

4.3 Preprocessing Data and Feature Extraction:
The following steps are performed as part of the preparation and
preprocessing of the data set:

+ In data training courses, the teacher should have more than one record
based on the courses obtained where each course is scored separately.

+ The teacher got a number of records which describes the courses. The
teacher records separately each one and repeats the record to the class,
these record collect to be one to minimize number of record.

+ The Date_Of Work attribute in the data set contains a large number of
values. So for efficient processing, simplified data description and
understanding for data mining results, we have compiled this attribute,
we grouped it into Four categorical segments; New teacher, Teacher,
First teacher and Expert teacher as follows depending on refer to the
administrative affairs in the Ministry of Education:

IF Date Of Work <=1 year He's "New teacher"
IF Date Of Work <=10 & >1 years he's "Teacher "
IF Date Of Work <=15 & >10 years he's "First teacher "
IF Date_ Of Work >15 years he's "Expert teacher"

+ Also the classification attribute in the data set contains a large number
of values. So for efficient processing, simplified data description and
understanding for data mining results, we have dispensed this attribute,
using qualification grouped into Institute, diploma, college medium,
BA, MA, PhD.

+ Also the number of hours of training course attribute in the data set
contains a large number of values. So for efficient processing,
simplified data description and understanding for data mining results,
we have compiled this attribute, we grouped it into three categorical
segments; long training, medium training and short training.
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+ The training_year attribute in the data set contains the detailed date, we
dispensed the day and month and using the year only.

+ We made a questionnaire to get some information about the courses
received by teachers in the training centers of the directorates so that it
contains the questionnaire on three main pivots (Goals courses, trainees,
trainers) and includes 29 questions which are answered through (OK, to
some extent, | do not agree) was evaluated by Prof. Nabil Hewahii in
the Faculty of Information Technology, as well as Dr. Rahma Oda in
the College of Education adding some amendments and taking into
account what was put on the website of the Ministry of Education on
the electronic services for teachers, so that they show answers from
teachers in courses in the study sample (questionnaires in appendix A
and appendix B).

+ The school name attribute in the data set contains a large number of
values. So for efficient processing, we have dispensed this attribute,
using Upper_workplace( Directorate), which works out teacher.

4.4 APPLICATION OF DATA MINING TECHNIQUES

This section describes the association rule and major kinds of classification
algorithms which are used in our research which are: Decision tree, Rule
induction, Naive Bayes (Kernal) and K-NN which are provided by Rapid
Miner environment. In the following sub-sections we present these
classification algorithms and their settings which are used during experiments
results.

4.4.1 Association Rule

Mining association rules searches for interesting relationships among items in
a given data set. It allows finding rules. Figure 4.2 illustrate the Settings of
Association Rule.

We chose the confidence for the criterion term. The min confidence was 0.6 to
get rules related by target question from questionnaire can be explained and
access to results clear and effective.
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Figure 4.2: Settings of Association Rule.

4.4.2 Classification
i. Decision Tree

Tree-shaped structures that represent set of decisions. These decisions
generate rules for the classification of a dataset. Figure 4.3 illustrate the
settings of decision tree. We chose the gain ratio for the criterion term.

'y Decision Tree

criterian [ gain_ratio -

minimal size furap...[4

minimal leaf size [2
minimal gain [III.1
maxitnal depth [EEI
confidence [0.25

humber of pregprln. . [3

[ ] no pre pruning
[ ] nopruning
& compatibility level [ 5010/

Figure 4.3:  Settings of decision tree.

ii.  Rule induction
We used rule induction in our research which is considered as one of the most
important _techniques_of machine learning that is extraction of useful if-then
rules from data based on statistical significance. Figure 4.4 illustrate the
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settings of rule indication. We chose the information gain for the criterion
term. The sample ratio and pureness was 0.9.

%' Rule Induction

criterion [ '-']
sample ratio [EI.EI l
PUrENEsSsS [EI.EI l
minimal prune heneﬁt[ﬂ.?ﬁ l

|:| Lae Jocal random seed

& Compatibility level [ 5.010/2)
Figure 4.4: Settings of Rule Induction.
ii.  Naive Bayes(Kernal)
We use naive Bayes (kernel) in our research which is considered as one of the
most widely used classifiers. Figure 4.5 illustrate the settings of naive Bayes.
We use Laplace correction and we chose the greedy for the estimation mode.

' Maive Bayes (Kernel)

[+] 1aplace correction

estimation moaode [greedﬁ; "]

rminimum bandwidth [EI.‘I l

numhber of kernels [“HII l

[] use application grid

{:}, Compatibility lewvel I: A.0.10 3]

Figure 4.5: Settings of naive Bayes (Kernel).

iv. The k-Nearest Neighbor (K-NN)
The k-NN algorithm for continuous-valued target functions Calculate the
mean values of the k nearest neighbors. Figure 4.6 illustrate the Settings of K-
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NN, applied the K value from 1 to 10, in each value of k we have different
accuracy. The best accuracy when K= {6,9,10}
% K-NN

k i

[ | weighted wote

measure types [Mixedhﬂeasures 'l

mixed measure [Mi}cedEuclidean... Tl

;f: Compatibility level Ii 5.010 :jl

Figure 4.6: Settings of K-NN.

4.5 Evaluate rules

This section is about the evaluate rules that we have got from application
association rule and major kinds of classification algorithms which are used in
our research which are: Decision tree, Rule induction, Naive Bayes (Kernal)
and K-NN.

4.5.1 Association Rule

Support: The rule X = Y holds with support s if s% of transactions in D
contains X UY.,

Rules that have s greater than a user-specified support is said to have
minimum support [33].

The support of a pattern A in a set of transactions S is the probability that a
transaction in S contains pattern A [34].

Confidence: The rule X = Y holds with confidence c if c% of the transactions
in D that contain X also contain Y. Rules that have a ¢ greater than a user-
specified confidence is said to have minimum confidence [33].

The confidence of A = B in S is the probability that pattern B occurs in S if
pattern A occurs in S [34].

Lift: The lift value is the ratio of confidence to expected confidence.

Lift (A => B) >1 means that A and B are positively correlated i.e. the
occurrence of one implies the occurrence of the other.
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Lift (A => B) < 1 means that the occurrence of A is negatively correlated with
(or discourages) the occurrence of B.

Lift (A => B) =1 means that A and B are independent and there is no
correlation between them [35].

4.5.2 Classification

Accuracy: is the percentage of test set samples that are correctly classified by
the model [36].

Is the better measured on a test set consisting of class-labeled tuples that were
not used to train the model. The accuracy of classifier on a given test set is the
percentage of test set tuples that are correctly classified by the classifier
Accuracy of classifier refers to ability of a given classifier to correctly predict
the class label of new or previously unseen data [37].

4.6 Summary

This chapter describes the methodology used in our research. It presents our
preprocessing strategy which we followed to achieve our goals with more
detail. Also, we explain the Association Rule and the classification algorithms
which are used during experiments results. The next chapter will be discussing
the results of our experiments using our approach and the described
methodology.
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CHAPTER 5: Experimental Results and Analysis

In this chapter we present and analyze experimental results. First we used
association rules. Then we used different machine learning classifiers for our
experiments named, rule induction, naive Bayes, decision tree and K-NN on
the selected datasets to classify the instances. All experiments were run on
machine environment have 64-bit with 4GB RAM. For preparation and
evaluation purpose, we have already used built tools provided by Rapid Miner
environment.

We apply a set of experiments, in the first section we applied Association
Rule. In the second section we applied classification algorithm. In the third
section we discussed and summarized the results of all our experiments.

5.1 Association Rule experiments
We used this experiment as a baseline to know the question which has related
to question 29" The session has improved the professional competence *.

In our data set an example of item is: Question 29 "The session has improved
the professional competence "=1"agree". Because, we are looking for items
that characterize the Improved session of professional competence of Teacher,
consequent has one item which is Improved session of professional
competence = x where x is one value of the answer the questionnaire such as
agree, OK somewhat , not agree. As part of association method, FP-Growth
algorithm is applied to the data set.

Figure 5.1 depicts a sample of association rules discovered from data for
Teacher with question 29 " The session has improved the professional
competence " agree, with their support, confidence, and lift.
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Premises Conclusion  Support  Confidence LaPlace  Gain N-5 Lit  Conviction

tlagsification = Cubug duas 1121 @28=1 0.407 0.680 0.gs0 0790 0123 1432 1642
a11=1 @29=1 0.414 0.684 0881 0798 0126 1433 1659
tlassification = Cubag cias (23=1 [28=1 0.420 0.708 0891 0765 0138 1480 1799
023=1 [28=1 0.426 071 0892 0772 0141 1487 1314
tlassification = Cubag cias (25=1 [28=1 0414 0.761 0.916  -0673 0185 1E0Z 2199
G25=1 @29=1 0.420 0.764 0916 -0678 0159 1EDF 22X
tlagsification = cubug cuas G28=1 @28=1 0.407 0.845 0950 0556 0179 170 3410
028=1 @29=1 0.414 0.548 0950  -0562 0182 1784 348

Figure 5.1: Association Rule results

These rules are sorted by lift metric. The lift value is the ratio of the
confidence of the rule and the expected confidence of the rule and it is used in
measuring the interest of the rule [38]. The lift value of greater than 1
indicates a positive correlation between antecedent and consequent and the
occurrence of one implies the occurrence of the other. For example the first
rule with lift is 1.432 means there is a high positive correlation between the
Q29 "The session has improved the professional competence” and the Q11"
Allowing trainees to participate actively ". With the lift value, we can measure
the importance of a rule.

The Third rule with lift is 1.490 means there is a high positive correlation
between the Q29 "The session has improved the professional competence™ and
the Q23" The clarity of the objectives of the session for the trainees".
The last rule, with the highest lift which means highest correlation is the most
important, and so on.

To interpret the rules in the association rules result, the first rule means that
the teacher allows trainees to participate actively, 40.7% (support), 68%
probability (confidence, or certainty) that teachers have gotten improved
session of professional competence. The third rule means that of the clarity of
the objectives of the session for the trainees, 42.0% (support), 70.8%
probability (confidence) that teachers have gotten improved session of
professional competence, and so on.

From that we can conclude the most rules that have improves the sessions of
professional competence are:

1) Allowing trainees to participate actively.

2) The clarity of the objectives of the session for the trainees.

3) Begins the session with knowledge of (past experiences) of the trainees.

4) The trainees have implemented the experience they have gained in their
classrooms.
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5.2 Classification

Classification is a data mining task that predicts group membership for data
instances [19]. In this research, the classification approaches are used to
predict the improved session of professional competence of the teacher and
there are three levels (ok, ok to some extent, and | do not agree) and how other
attributes affect them.

Four classification methods which are used Decision Tree, Rule Induction,
Naive Bayesian Kernel and K-NN classifier. A Rule-based classifier extracts a
set of rules that show relationships between attributes of the data set and the
class label. It uses a set of IF-THEN rules for classification. Rules are easier
for humans to understand.

5.2.1 Decision Tree

Decision tree learning is a common method used in data mining. It is an
efficient method for producing classifiers from data.

A Decision Tree is a tree-structured plan of a set of attributes to test in order to
predict the output.

It is a type of tree-diagram used in determining the optimum course of action,
in situations having several possible alternatives with uncertain outcomes [19].

028 =1

| 021 =1

| | 025 =1

| | | Q27 = 1: 1 {1=204, 2=3, 3=0}

| | | Q27 = 2

| | | | seniority = alze: 1 {1=16, 2=1, 3=0}

| | | | seniority = alzs

| | | | | 0l = 1: 1 {1=3, 2=0, 3=0}

| | | | | Q1 = 2: 2 {1=0, 2=2, 3=0}

| | | | seniority = Jsl alee: 1 {1=2, 2=1, 3=0}
| | | | seniority = 3 padroe: 2 {1=1, 2=2, 3=0}
| | | Q27 = 3: 1 {1=2, 2=1, 3=0}

| | Q25 = 2: 1 {1=33, 2=15, 3=0}

| | Q25 = 3: 1 {1=3, 2=0, 3=0}

| Q21 = 2: 1 {1=48, 2=30, 3=0}

| 021 = 3: 3 {1=0, 2=1, 3=1}

Figure 5.2: part from Decision Tree results

Figure 5.2 depicts part of the rules that resulted from applying the Decision
Tree classification algorithm on the Q29 "The session has improved the
professional competence."” of the teacher as a target class. The all rules in the
end of research in appendix C from that interpret the rules in the decision tree,
the first rule says that, if the trainees have implemented experience they have
gained in their classrooms and give the trainees possibility of the use of the
information gained from this training in their teaching in the future and
begins the session with knowledge of (past experiences) of the trainees and the
course length is sufficient for the benefit of the trainee as required, the session
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has improved the professional competence can be predicted as ok by a high
proportion.

Another rule says that, if the trainees have implemented experience they have
gained in their classrooms and give the trainees possibility of the use of the
information gained from this training in their teaching in the future and
begins the session with knowledge of (past experiences) of the trainees ok to
some extent, the session has improved the professional competence can be
predicted as ok by a medium proportion.

Another rule says that, if the trainees have implemented experience they have
gained in their classrooms and give the trainees possibility of the use of the
information gained from this training in their teaching in the future and the
session do not begins with knowledge of (past experiences) of the trainees, the
session has improved the professional competence can be predicted as ok by a
low proportion.

Another rule says that, if the trainees have implemented experience they have
gained in their classrooms and give the trainees possibility of the use of the
information gained from this training in their teaching in the future ok to
some extent the session has improved the professional competence can be
predicted as ok by a medium proportion.

Another rule says that, if the trainees have implemented experience they have
gained in their classrooms to some extent, and begins the session with
knowledge of (past experiences) of the trainees and do not let the trainee's
acquire a number of academic skills in terms of the expansion of the scientific
article and do not have the field of follow-up to see how to take advantage
and the extent of the application in the field the session has improved the
professional competence can be predicted as ok by a low proportion.

Another rule says that, if the trainees have implemented experience they have
gained in their classrooms to some extent, and begins the session with
knowledge of (past experiences) of the trainees to some extent, and
convenient ways of training materials for scientific subjects studied by
trainers and trainer feel with comfort and satisfaction of trainees for the
session and Allowing trainees to participate actively and the course length is
sufficient for the benefit of the trainee as required to some extent, and give the
trainees possibility of the use of the information gained from this training in
their teaching in the future to some extent, the session has improved the
professional competence can be predicted as ok by a low proportion.
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Another rule says that, if the trainees have implemented experience they have
gained in their classrooms to some extent and begins the session with
knowledge of (past experiences) of the trainees to some extent and convenient
ways of training materials for scientific subjects studied by trainers and
trainer feel with comfort and satisfaction of trainees for the session to some
extent and encourage trainees to accomplish the assigned duties to some
extent and short training the session has improved the professional
competence can be predicted as ok by a low proportion.

Another rule says that, if the trainees have implemented experience they have
gained in their classrooms to some extent and begins the session with
knowledge of (past experiences) of the trainees to some extent and convenient
ways of training materials for scientific subjects studied by trainers to some
extent and classification of trainees in courses to some extent and the clarity
of the objectives of the session for the trainees and do not have a field of
follow-up to see how to take advantage and the extent of the application in the
field the session has improved the professional competence can be predicted
as ok by a low proportion.

Another rule says that, if implemented experience they have gained in their
classrooms to some extent and begins the session with knowledge of (past
experiences) of the trainees to some extent and convenient ways of training
materials for scientific subjects studied by trainers to some extent and
classification of trainees in courses to some extent and the clarity of the
objectives of the session for the trainees to some extent and The course aims
to prepare trainers from the teachers to some extent the session has improved
the professional competence can be predicted as ok by a high proportion.

Another rule says that, if implemented experience they have gained in their
classrooms to some extent and do not begins the session with knowledge of
(past experiences) of the trainees and training_year=2012 and trainer feel
with comfort and satisfaction of trainees for the session to some extent and
training is medium the session has improved the professional competence can
be predicted as ok by a low proportion.

Another rule says that, if do not implemented experience they have gained in
their classrooms and add new experiences to the trainees through this training
and training_year=2012 the session has improved the professional
competence can be predicted as ok by a low proportion.

Another rule says that, if do not implemented experience they have gained in
their classrooms and do not add new experiences to the trainees through this
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training the session has improved the professional competence can be
predicted as ok by a low proportion.

From that we can conclude the most rules that related to the session of
professional competence with accuracy 77.05% are:

1) The trainees have implemented the experience they have gained in their
classrooms.

2) The course length is sufficient for the benefit of the trainee as required.
3) Begins the session with knowledge of (past experiences) of the trainees.

4) Give the trainee's possibility of the use of the information gained from this
training in their teaching in the future.

5) Let the trainees acquire a number of academic skills in terms of the
expansion of the scientific article.

6) Allowing trainees to participate actively.
7) The trainer feels with comfort and satisfaction of trainees for the session.

8) Convenient ways of training materials for scientific subjects studied by
trainers.

9) Field follow-up to see how to take advantage and the extent of the
application in the field.

10) The course aims to prepare trainers from the teachers.
11) Add new experiences to trainees through this training.
12) The session achieved its assigned objectives.

13) Trainees acquire teaching skills such as classroom management, time
management, the use of a number of modern educational technologies.

14) Classification of trainees in courses levels.
15) The clarity of the objectives of the session for the trainees.

The findings show that relationship exists between the session has improved
the professional competence, the trainees have implemented the experience
they have gained in their classrooms, give the trainees possibility of the use of
the information gained from this training in their teaching in the future, the
sessionbegins withrknowledge of (past experiences) of the trainees, the course
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length is sufficient for the benefit of the trainee as required, convenient ways
of training materials for scientific subjects studied by trainers, trainer feel with
comfort and satisfaction of trainees for the session, encourage trainees to
accomplish the assigned duties, the clarity of the objectives of the session for
the trainees, field of follow-up to see how to take advantage and the extent of
the application in the field and the course aims to prepare trainers from the
teachers.

5.2.2 Rule Induction

Figure 5.3 depicts the rules that resulted from applying the Rule Induction
classification algorithm on the Q29 "The session has improved the
professional competence.” of the teacher as a target class. As it is seen from
the figure, the attributes that category of the target class are the Q28" The
trainees have implemented the experience they have gained in their
classrooms”, the Q25" Begins the session with  knowledge of (past
experiences) of the trainees ", the Q 6" Pave the session to move the teacher
to teach descriptive higher stages ", the Q16" Encourage discussion and
exchange of views", the Q21" Give the trainees possibility of the use of the
information gained from this training in their teaching in the future”, and the
Q24" trainer feel with comfort and satisfaction of trainees for the session”, the
result presented in figure 5.3 has an accuracy of 76.23% which has acceptable
accuracy and we suggest using Rule Induction algorithm for predicting the
Q29 " The session has improved the professional competence " of the teacher.

ZZ Result Overdew U Performancevector (Permformance) » Rulemodel (Rule Induction)

Text Wiew Annotations

RuleModel

if Q28 = 1 and 025 = 1 then 1 (256 / 25 /4 0O}
if ©28 = 2 and Q25 = 2 then 2 (22 / 215 / 5}
if ©25 = 1 and 26 = 2 then 2 (20 / 41 / 2}
if ©26 = 2 and 216 = 2 then 1 (22 / 2 / 1)
if ©8 = 2 and 24 = Z then Z (9 / 34 F 12}
if 216 = 1 and ©Q1Z = 2 then 1 (21 / 6 / 1)
if ©5 = 1 and 210 = 2 then 2 (5 / 15 / 3}
if ©21 = 1 and 224 = 1 then 1 (14 / 4 / 1}
if Q20 = 3 then 3 (O 4 0O / 27}

it ©5 = 1 and <219 = 1 then Z 2 S 8 /s 0

if QZ8 = 1 then 1 (10 / 2 4 0O}

else 2 (9 / 12 / Z)

cccccc t: 675 out of 808 training examples.

Figure 5.3: Rule Induction results
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To interpret the rules in the Rule Model, the first rule says that, if implemented
trainees experience they have gained in their classrooms and Begins the
session with knowledge of (past experiences) of the trainees the " The session
as improved the professional competence" can be predicted as ok.

The second rule says that, if implemented trainees experience they have
gained in their classrooms ok to some extent and Begins the session with
knowledge of (past experiences) of the trainees ok to some extent the " The
session has improved the professional competence " can be predicted as ok to
some extent.

The third rule says that, if Begins the session with knowledge of (past
experiences) of the trainees and Pave the session to move the teacher to teach
descriptive higher stages ok to some extent the " The session has improved the
professional competence " can be predicted as ok to some extent, and so on.

It is important to know that classification rules are different from rules
generated from association. Association rules are characteristic rules (it
describes current situation), but classification rules are prediction rules (it
describes future situation) [39].

From that we can conclude that the session of professional competence with
accuracy of 76.23% if:

1) The trainees have implemented the experience they have gained in their
classrooms.

2) Begins the session with knowledge of (past experiences) of the trainees.

3) Pave the session to move the teacher to teach descriptive higher stages.

4) Encourage discussion and exchange of views.

5) Give the trainees possibility of the use of the information gained from
this training in their teaching in the future.

6) The trainer feels with comfort and satisfaction of trainees for the
session.

The result that we obtained by using decision tree similar with the result
obtain by rule induction because there are generate rules.

The most relevant variable to the session has improved the professional
competence, the trainees have implemented the experience they have gained
in their classrooms is positively related with this variable. The second related
variable is Begins the session with knowledge of (past experiences) of the
trainees then Give the trainees possibility of the use of the information gained
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from this training in their teaching in the future and the trainer feels with
comfort and satisfaction of trainees for the session.

5.2.3 Naive Bayesian (Kernel)

Naive Bayesian classifier is a technique for estimating probabilities of
individual variable values, given a class, from training data and then allow the
use of these probabilities to classify new entities [19].

Figure 5.4 presents the Distribution model for label attribute Q29" The session
has improved the professional competence " that resulted from applying the
Naive Bayesian Kernel classifier, the model has an accuracy of 77.46% which
Is acceptable accuracy and we suggest using Naive Bayesian method for
predicting the Improved session of professional competence for teacher.

KernelDistribution

Distribution model for labhel attribute QZ9

Clas=s 1 (0.482)
4% distributions

Class 2 (0.4530)
4% disztributions

Clas=s 3 (0.068)
4% distributions

accuracy: 17464

fje e e d 1458 Drecision
0%

308%
500%

[
e 1 i
fieg. 2 f f
fied. 3 11 i
tss recal 108% ThiT% Bl.A1%
Figure 5.4: Naive Bayesian (Kernel) results
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5.2.4 K-NN
K nearest neighbors is a simple algorithm that stores all available cases and

classifies new cases based on a similarity measure [40].
Table 5.1 presented the accuracy of K-NN algorithms when implemented with
different value of k.

Table 5.1 accuracy of K-NN algorithms

Value of K Accuracy
1 78.69%
79.10%
76.64%
78.69%
78.69%
79.92%
79.51%
79.51%
79.92%
10 79.92%

OO N O BWDN

Figure 5.5 presents the Distribution model for label attribute Q29" The session
has improved the professional competence.” that resulted from applying the
K-NN classifier, when K=6 the model has an accuracy of 79.92% which is
acceptable accuracy.

KNNClassification

E—Nearest Neighkbour model for classification.

The model contains 813 examples with 42 dimensions of the following classes:
1
2
3

accuracy: 79.92%

frue 1 ftrue 2 frue 3 tlass precision
E 11 7 1 78.86%
pred. 2 13 7 7 78.72%
pred. 3 0 1 10 80.91%
tlags recall B9.52% 7155% 55.56%
Figure 5.5: K-NN results
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5.3 Summary

We can conclude the most rules that have high positive correlation with
improved the professional competence by using Association Rule are: The
trainees have implemented the experience they have gained in their
classrooms, Begins the session with knowledge of (past experiences) of
trainees, The clarity of the objectives of the session for the trainees and
allowing trainees to participate actively.

The session improved the professional competence by using Decision Tree
depend on if implemented trainees experience they have gained in their
classrooms and the possibility of the use information gained from this training
in their teaching in the future and Begins session with knowledge (past
experiences) for them and course length is sufficient for the benefit of the
trainee as required.

By using the Rule Induction the session improved the professional
competence affected by The trainees have implemented the experience they
have gained in their classrooms, Classification of trainees in courses according
to their levels, Begins the session with knowledge of (past experiences) and
them feel with comfort and satisfaction of trainees for the session.

We have 77.46% accuracy by using Naive Bayesian (Kernel) and 79.92% by
using K-NN.

Figure 5.6 presented the accuracy of all classifiers algorithms which
implemented in research:

Figure 5.6 Accuracy of algorithms implemented in research.

Accuracy
81.00%
80.00%
79.00%
78.00%
77.00%
W Accuracy 76.00%
l 75.00%
74.00%
Naive Rule Decision Tree
Bayesian induction.
(Kernel)
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The benefit of these four methods is that it can predict good teacher
performance on time. For example the Upper workplace management can
predict teacher performance from the beginning and they may work on them
to improve their performance during his work.
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CHAPTER 6: Conclusion and Future work

6.1Conclusion:
This study examines the factors associated with the assessment performance

of teachers, good training course that will be teacher obtain it's way to reach
the highest level of quality in her/his performance. We used data which
collected from teachers administrative information collected from the
Directorate of Education, west of Gaza, Directorate of Education, east of
Gaza, and the Directorate of Education in northern Gaza, information on
training courses by winning teachers in the past three years from 2010 to 2013
were obtained from the training centers of the former Directorates each center
individually training Center at Almagdh Waseela "west of Gaza", training
center in eastern Gaza, training center in northern Gaza, Information on
training courses and trainees and trainers through the identification of several
topics discussed by using questionnaire teacher answering it's.

We applied data mining techniques to discover knowledge like association,
classification rules (Decision Tree, Rule Induction, K-NN and Naive Bayesian
(Kernel)) to determine ways that can help them to better serve the educational
process.

The important result by implementing association rule that improves session
of professional competence by achieve: Allowing trainees to participate
actively, the clarity of the objectives of the session for the trainees, Begins
session with knowledge (past experiences) of the trainees, implemented
trainees experience they have gained in their classrooms.

By implementing Decision Tree with maximal depth equal 20 the important
rules that related session of professional competence are:

Implemented trainees experience they have gained in their classrooms, course
length is sufficient for the benefit of the trainee as required, Begins session
with knowledge (past experiences) of the trainees, The possibility of the use
of trainees information gained from this training in their teaching in the future,
Trainees to acquire a number of academic skills in terms of the expansion of
the scientific article, Allowing trainees to participate actively, The trainer feels
with comfort and satisfaction of trainees for the session, Convenient ways of
training materials for scientific studied by trainers, Field follow-up to see how
to take advantage and the extent of the application in the field, The course
aims to prepare trainers from among the teachers, Add new experiences to
trainees through this training, Session achieved its objectives assigned to
them.

From Rule induction the session of professional competence with accuracy of
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76.23% if: Implemented trainees experience they have gained in their
classrooms, Begins session with knowledge (past experiences) of the trainees,
Pave the session to move the teacher to teach descriptive higher stages,
Encourage discussion and exchange of views, The possibility of the use of
trainees information gained from this training in their teaching in the future,
The trainer feels with comfort and satisfaction of trainees for the session.

By applying the K-NN classifier, the model has an accuracy of 79.92% which
IS acceptable accuracy; But By applying the Naive Bayesian Kernel classifier,
the model has an accuracy of 77.46% which is acceptable accuracy [41].

6.2 Future Work

In future work, we will try to:

Applying data mining techniques on an expanded data set with more
distinctive attributes to get more accurate results. As implementation in more
than three Directorate all Directorates in the ministry of higher education.
Experiments could be done using more data mining techniques such as neural
nets, genetic algorithms, k-nearest Neighbor, and others.

Using questionnaire contain more questions long years period in course
training.

Using questionnaire about teacher answering it by student and administrators
or supervisor of teacher.
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Questionnaire before Review
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Appendix B

Questionnaire after Review
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Appendix C

Decision Tree results

28=1
Q =
| Q25=1

| | Q27 =1:1{1=204, 2=3, 3=0}

| Q27 =2

| | | seniority = al=e: 1 {1=16, 2=1, 3=0}
|
|
|
|
|
|
|

| seniority = alxs

Q

|

|

1]
|1
|1
|1

| || | | Q1=1:1{1=3,2=0, 3=0}
| || | | Q1=2:2{1=0,2=2,3=0}

| | | | seniority = Jsl ez 1 {1=2, 2=1, 3=0}
| | | | seniority = sws alea: 2 {1=1, 2=2, 3=0}
| | | Q27=3:1{1=2,2=1, 3=0}

| | Q25=2:1{1=33, 2=15, 3=0}

| | Q25=3:1{1=3, 2=0, 3=0}

| Q21 =2:1{1=48, 2=30, 3=0}

| Q21 =3:3{1=0, 2=1, 3=1}

Q28 =2

| Q25=1

| | Q5=1:2{1=30, 2=32, 3=2}

| | Q5=2

| | | Training_yearl = 2010: 2 {1=0, 2=3, 3=0}

| | | Training_yearl =2011: 2 {1=0, 2=5, 3=0}

| | | Training_yearl = 2012

| | | | Training_name = =l kall; 1 {1=4, 2=0, 3=0}

| | | | Training_name = yaall calagall 3 ,55: 2 {1=1, 2=2, 3=0}
| | | Trammg _yearl =2013: 2 {1=0, 2=2, 3=0}
| | Q5=

| | |Q14 2: 3{1=0, 2=0, 3=3}
| | | Q14=3:2{1=0,2=4, 3=1}
| Q25=
|
|
|
|
|

| |
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| | | Q21=2:2{1=1,2=2,3=0}
| Q11 =2:2{1=0, 2=5, 3=0}
Q24=2

| Q12 =1:2 {1=0, 2=6, 3=0}
| Q12=2

| | training = s_usa: 2 {1=0, 2=5, 3=0}

| | training = 4w sia

| | | Q26=1:1{1=2,2=0, 3=0}

||| Q26=2

| | Upper_workplace = sl s i il i e 336 Jladi; 1

Upper_workplace = alsill 5 40 5l 4 noe- 336 e 2

Q26 = 3: 2 {1=0, 2=3, 3=0}
3:3{1=0, 2=1, 3=1}

| | Q8=1:3{1=0,2=1, 3=1}
| | Q8=2:2{1=0, 2=7, 3=0}
| Q4=2:1{1=3, 2=0, 3=0}
Q26 =2

| Q23=1

| | Ql4=1:2{1=0, 2=8, 3=0}

| | Ql4=2:2{1=0, 2=6, 3=0}

| | Ql4=3:1{1=2,2=2, 3=0}

| Q23=2

| | Q7=1

| | | Q4=1:2{1=0, 2=13, 3=0}
| | | Q4=2:1{1=1,2=1, 3=0}

| | Q7=2:2{1=0,2=108, 3=0}

| | Q7=3:2{1=0, 2=8, 3=0}

| Q23 =3:2{1=0, 2=3, 3=0}
Q26 = 3: 2 {1=4, 2=18, 3=0}

22 = 3: 2 {1=0, 2=11, 3=3}

Training_year = 2010: 2 {1=0, 2=2, 3=2}
Training_year = 2011: 1 {1=2, 2=0, 3=0}
Traininggyear = 2012

- - - - e T TN e e e e T
[EEY
1
<o
N —
I

- -  — — —— — — — — — — — — —
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24 =2

training = s_w=8; 2 {1=0, 2=2, 3=0}
training = 4w sie; 1 {1=3, 2=0, 3=0}
24 = 3: 2 {1=0, 2=6, 3=0}

n O — O

Q

| Training_year = 2010: 2 {1=0, 2=2, 3=0}
| Training_year = 2012: 1 {1=3, 2=0, 3=1}
Q
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